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ABSTRACT

This paper presents a novel approach to design the output feedback stabilising controller for a class of non-
linear systems. The considered system is in the strict-feedback form, and the nonlinear terms are allowed
to depend on both the unmeasured states and the measured output. Meanwhile, the growth rate of the
nonlinear term can be a general continuous function of the output, which is not required to be polynomial.
We introduce a switching control gain approach and design the controller through considering the out-
put feedback stabilisation based on a linear dynamic. It avoids a continuous update in a control gain. The
effectiveness of this method is illustrated through a presented example in the end.

1. Introduction and problem statement

In this paper, we consider the output feedback stabilisation
problem for the nonlinear system described by

X)), i=12,...
axn)> (1)

Xi = Xip1 + filx1, %2, . .. n—1,

Xn = u+ fu(x1,%0,%3, . ...

Yy =Xx1

where x = (x1,x2, ... ,x,,)T € R" is the system state, u € R is
the system input and y € R is the system output. The ini-
tial instant is ¢y, and the initial state is denoted as x(fy). The
functions fi—f, are continuous and satisfying the following
assumption.

Assumption 1.1: For any x = (x1,x2,. .. ,xx) T € R™, it holds

fiCerxa. . x)| < @) (il + el + - + ) ()
for i=1,2,...,n, where ¢(-):R— RT is a continuous
function.

The global output feedback stabilisation problem of nonlin-
ear system (1) is an important topic in control theory which has
been investigated by Khalil (2002), Mazenc and Bowong (2004)
and Mazenc et al. (2018). The high gain/dynamic gain feed-
back control is the main technology in the study of this topic.
For instance, Choi and Lim (2005), Lei and Lin (2006) and
Qian and Lin (2002, 2004) designed the high gain feedback con-
trol for the constant growth rate case, i.e. ¢(x;) is a constant
in (2). For a more complex case, Benabdallah et al. (2014), Liang
et al. (2022), Praly and Jiang (2004), Shang et al. (2011) and
Wang et al. (2021) considered the output-dependent polynomial
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growth rate, i.e. ¢(x1) = (1 —}—xIl’) with p > 1 being a posi-
tive integer. Krishnamurthy and Khorrami (2024) employed the
dynamic high gain feedback control to stabilise the feedforward
nonlinear systems. It was shown that the linear stabilising con-
troller could still be provided by designing a dynamic gain, and
this gain was turned to be a bounded constant. But when ¢ (x1)
is a general smooth continuous function, the control design
problem becomes a challenging task since the bound of the
dynamic gain cannot be guaranteed.

There are some existing results focusing on the control
design problem when ¢ (x) is a smooth continuous function.

By introducing a reduced-order observer, Krishnamurthy
and Khorrami (2007) solved this problem by ensuring x; to be
bounded, and then the dynamic gain was designed to regulate
the system state into zero. When the strict-feedback nonlin-
ear systems include uncertainties and unknown time-varying
delays, Li et al. (2023) proposed the regulating controller based
on a reduced-order observer with a dynamic gain. For the
large-scale systems consisting multi strict-feedback nonlinear
subsystems, Zhang, Liu et al. (2013) and Zhang and Lin (2015)
designed the controller based on the reduced-order observer
and dynamic gain feedback control approach. The reduced-
order observer is to estimate the states x,, x3, . . . , X, without the
output y = x1, and then the output y is an extra state which is
turned to be bounded. In this case, the bound of x; is guaran-
teed, and the dynamic gain would converge to a finite constant.
But the reduced-order observer is generally in nonlinear form,
which is not easy to be understood.

This paper will design a controller with switching gains to
stabilise the nonlinear system (1), and the framework is depicted
in Figure 1. The switching control gains have advantages over
studying the nonlinear systems (Chang & Fu, 2022; Hespanha
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Figure 1. The diagram of control loop in this paper.

et al., 2003; Koo et al., 2010; Ye, 2005). In these results, a logic-
based switching is often used to select a suitable controller
among candidates. In Hespanha et al. (2003), it is shown that
a logic-based switching can be utilised to overcome the lim-
itations of conventional adaptive control for the system with
uncertainty. The method in Ye (2005) was designing the control
gains to be switched between candidates under a switch logic,
and it was applicable to nonlinear systems whose nonlinearities
only depend on the output. By considering a switching control
gain, Koo et al. (2010) tuned the dynamic gain depending on the
nonlinearity structure, and stabilising or regulating the system
with unknown nonlinearity structure. In Chang and Fu (2022),
the switching control gain was designed to achieve the stabilis-
ing controller for nonlinear systems with unknown saturation.
Although the switching control gains have such advantages, it is
still needed to answer whether the nonlinear systems (1) can be
stabilised by a switching control.

We will design the event-triggered logic to update the con-
stant gains such that the gains can be learned or updated to a
desired constant. In this case, the resulting controller has a sim-
ple form, and it is easy to be understood by the designer. Thus
the contributions of this paper can be summarised as below.

o The nonlinear system in our paper is more general, when com-
pared with the results in Benabdallah et al. (2014), Liang
et al. (2022), Praly and Jiang (2004), Shang et al. (2011)
and Wang et al. (2021). These results were considering the
output-dependent polynomial growth rate 1 + |x;|P, while
we consider the general growth rate ¢(x;). The output-
depended polynomial growth rate can be seen as a special
case of our system.

o We give a novel switching-parameter method to design the
stabilising controller. The existing results by Li et al. (2023),
Krishnamurthy and Khorrami (2007), Zhang, Liu et al.
(2013) and Zhang and Lin (2015) were focusing on the
dynamic gain parameter with a reduced-order observer, and
it separated the output y = x; with other states to ensure the
bound of the output. Different from their approaches, our
designed control is based on the classical high-gain observer
with a switched parameter. We will prove that the controller
based on the high-gain observer can stabilise system (1) via
designing the high gain parameter as a switching mechanism.

The rest of this paper is organised as follows: Section 2
presents the designed controller, and the system performance is
analysed in Section 3. Section 4 gives an example to illustrate the
effectiveness of our proposed method, while Section 5 presents
the conclusion remarks. A reference list ends this paper.

Notation: Denote by R the field of real numbers and R™*" the
set of m x n real matrices. The notation || - || is the Euclidean
norm for vectors or the induced Euclidean norm of matrices. I
stands for the identity matrix of appropriate dimensions. For a
symmetric matrix P, we use Amax(P) and Amin (P) to denote the
largest and smallest eigenvalues of P. The argument of functions
will be omitted or simplified whenever no confusion can arise
from the context. For example, we denote x(t) by x.

2. Control design

The control with a parameter r is given as below:
u=—lkir'"zx; — k" % — - = kprin,

9?1 =% —rli(x1 —y)
JACz = 5(3 — rzlz()%l —y) (3)

%n =u—1"l,(x1 —y)

where & = (%1,%2,...,%,) ' € R" is the observer state. The
coefficients {l;, L, ...,1,} and {k1,k;,...,k,} are constants to
make the polynomials p" + I;p" ! + - + L, p* + kyp™ ™' +
-+« + kj be Hurwitz.

We design the parameter r through a switching mechanism.
It contains an event-triggered instant {fx}x>¢ and an updated
dynamic.

2.1 Event-triggered instants

The switching instants {fx}r>o are given as the triggered
condition

tepr = inf {t >t [ y(O] > A1k
(IX1(t)] + 131 (t) — y(t)1) + ¢}, (4)

where 4, > 1 is a dynamic satisfying 1 41 > 414 > 1l,and ¢
is an arbitrary positive constant. Denote Qj = [—wy, wi] where
w is a dynamic given as

ok = Ak (1% (8] + 131 () — y(8)]) + ¢
Because |y(t)| < (11 ()] + |%1(tx) — y(#)]) and the triggered

condition, we get y(t) € Qy for any instant t € [tx, tgy1).

2.2 Updated dynamic

r(t) = max {20k, A1 pr(te-1)}

where 1, is a positive constant, and

te titer1),  (5)

= o, 1t.
Pk maX{gelgzqﬁ() ]

To make the update dynamic well-defined, it is required to
denote r(t—;) = 1. Under our design, the parameter r satisfies



e itis non-decreasing, ie. r(t;) > r(t2) ift; > ta;
o it holds {tx}r>0 such that r(¢) = r(tx), t € [tk tt1)s
e itis depended on ¢ (x1).

Remark 2.1: The controller (3) is based on linear dynamics x
and has a simple form. To solve the stabilising problem of sys-
tem (1), it was designed based on the reduced-order observer
with the dynamic parameter by Li et al. (2023), Zhang, Liu
et al. (2013) and Zhang and Lin (2015). It was expressed as

g = zip1 + rlaipy — (i — Dir2ay — ' lai(z; + ragy),
Zy=u— (n— Dir"2a,y — " la,(z; + razy),

where a, to a, are constants and r is the dynamic parame-
ter. Then it was proved that the stabilisation problem would be
solved by designing the controller as

A~ M A~ 2
u(t) = —p" (k2Z2 + razy + M(») s 23 +Z asy
r T
5 n—1
+ +k+__1y)
T

with k; to k, being constants, M(y) be a continuous dynamic
respect to the output y. Our paper is considering the high-
gain observer, and we solve the stabilisation problem through
designing a switching mechanism on the high-gain parameter
r. It is noted that there are many extended methods based on
the high-gain observer. More details can be found in Huang
and Duan (2024) and Khalil (2017) and the related refer-
ences therein. It gives us opportunities to using our introduced
method to solve the problems for complex nonlinear systems
based on the high-gain observer.

3. Main results

We consider e;,i = 1,2,...,n, as the error state between the
observer (3) and the system (1), i.e. e; = X; — x;. Then, it holds

er = ey — rlier — fi(x1),
& = e3 — r’he; — fr(x1,x2),

ey = —1"lye; — fu(xr, x2, . . .5 xp).

Lete = (e1,ez,...,e,) ", and we get the matrix form as

e=(A—r"""HT'LC) e — F(x), (6)

where L= (I,1,,.. C=

(1,0,0,...,0) and

LT, H= diag {r", 7" 1, ... 1},

01 0 0
0 0 1 0
A= ' >
000 --- 1
o000 --- 0
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filx1)
folx1,x2)
F(x) = :
fn—l(-xlxx27 cee ,Xn_l)
n(X1,X2, e :xn—l:xn)

We also rewrite the observer dynamic (3) as

u = — KHX,

. )
X =Ax + Bu — " H 'LCe,

where B = (0,0,...,0,1)T,and K = (k1, k2, .. ., k).
Combining (6) and (7), we get the closed-loop system as

e= (A - r"+1H_1LC) e—F(x),
(8)
(A

X=(A—BKH)% — "t'"H'LCe.

It is noted that system (8) is a switching system since the param-
eter r in matrix H is switching. In the sequel, we will analyse the
system performance under the switching framework.

3.1 The performance during the continuous part

During the period [tk, tx+1), we consider the state transforma-
tion

A 1. 1
él = X1 62 = ;x27 e fn = rn—lx" (9)
and
1
g1 =e;, & = ;ez, eely Ep= rn—_len. (10)

Because of r is a constant during the period [fk, ft1), we can
transform the closed-loop system (8) as

é =r(A—LC)e — F, an
& =r(A — BK)¢ — rLCs,
where ¢ = (¢1,€2,...,6,) " and & = (1,5, ..., &) | and

1 Sfiler)
;fz(xl,xz)

sl
Il

1
rn_zfn—l(xbxz, ..

1
rn_—lf”(xl’xz""

)xi’l—l)

> Xn—1> xn)

Since I to I, and k; to k, are coeflicients of a Hurwitz poly-
nomial, we can conclude that matrices A—LC and A—BK are
Hurwitz. Then we achieve two positive definite matrices P, Q
such that

(A—BK)'P+ P(A — BK) < —I,
(A-LCO)TQ+ QA —-LC) < -1
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Let
V= g“TPg“ + O'STQE,‘,

where ¢ = 4||PLC||> + %, and its derivative is computed as

Viay =r&T ((A — BK)TP+ P(A — BK)) ¢

torel ((A —10)TQ+ QA — LC)) g
—2réTPLCe — 206 QF
2 2 5 2 (12)
< —rliéll* — r(4||PLC]|| +z_1)”8”
+ 27||ENIIPLC] Nle]l + 24 el QI IIF |l

3r 5 or 5 -
S—leé‘ll —ZIIEII + 20 QI llell IIF]-

To continue, we consider the estimation of F. From Assump-
tion 1.1, we get

1
ofilnx,. o x0)

|2 |2xi
§¢(x1)(|x1|+72+~-~+r7’1)

R X)—e X —e;
§¢(x1)(|x1—31|+|2 2|++| zi_lll)
r r

< ¢Ca) (UG + lerD) + (&l + le2) + - + (1] + leil))
< Vg (xr) (EI+ llell) »

foranyi=1,2,...,n Then we achieve

IEN < ne (er) ST+ Nl -

Substituting the above estimation into (12) to get

. 3 5
Vian < —fnéuz - {nsnz + 2na [Ql# G llell (NN + llell)
3 5
< —{néw - fnen2 + 1o QI ey (IE112 + 31212

1
< —%Ilé’llz - gnan2 - (Z" no ||Q||¢(x1))(||é||2+3||e||2).
(13)

Noted that when t € [#, tx4+1), it holds y(f) € Q. That is,
¢ (x1) < @k. Through choosing

Ay > 4no ||Q|,

we get r(t) > lagk > 4no ||Q|l¢(x1). Then, back to (13), we
achieve

. r r
Viay < —=lI€17 = <llel®. 14
lay < 2IIEII > lell (14)
Therefore, during each continuous period [#, tx+1), there exists
a positive definite function V such that V< 0,if V # 0.
Next, we determine the sequence 41 x such that the switching
is finite.

3.2 Finite switching

From the above analysis, we get
- 2 T P (@) (b1 =)
V(tk-‘rl) <e max{4max (P),0 Amax (Q) V(tk))

where V(tk_+1) stands for limy,_,0,n<0V(tk+1 + h). By choosing

k=

2nmax {Lmax(P), (4I1PLCI% + 3) Zmax(Q)}
min {Amin(P), (4I1PLCI2 + 2) Zmin(Q)}

_1 U1 M
e 4 max{Amax(P),c Amax(Q)}

we further deduce into

n 2
(Z & (6 )] + |ei(t;+1)|)

i=1
< 2n (1€ DI + lle (t,) 1)

< 2n V(t,
= min {Amin(P), 0 Amin(Q)} (t)
< AL (@I + lle ()11

n 2
<X (Z IGi(t)] + |8i(tk)|) (16)

i=1

On the other hand, from the design of r(#;) in (5), we get

r(tke1) = Aper(te).

Then, at each switching instant t; 1, it holds

(7))
r=1(tgq1) =)

1 i—1 B 1 _
< (m) |§i(tk+1)| < r’k |§i(tk+1)

i=2,3...,n

|Ciltrs1)| = |%i(trs1) |

>

and

't 1
= () rN (e )

1\"! 1
< (m) it < Tir it )]

i=23,...,n

|ei(tier)| = = |ei(tes) |

Back to (16), we get

(D)l + D Ak (i) + leiltir)|)

i=2

< (K (gD + e (Bg))

+ Z Ak (1€t D] + lei(trs)])

i=2



< (1B D+ e DI + D (16D + leit, D))

i=2

< Ak (Z &)l + |ei(tk>|).

i=1

(17)

Meanwhile, since

y(tp )| = Ak (1318 + 131 () — y(@)) + ¢
> Ak (IS ()] + le@)]) + o

we get

Ak (G + 1) + ¢+ Ak D (It + lei(tp)])

i=2

< 2k ) (58] + leit)]) -

i=1

Since 11k is an increasing sequence, we can find an index k" such

that
Mg > Ao k>K

we achieve

fk + D (1Et)] + leittign]) < D (&G + et -
=2 i=2
(18)

This means, after the index K/, for each switching, the value of
(I&i(t)| + lei(tr)]) is decreasing at least A—Ck Then the state in the
kth switching satisfies

> Gl + et

i=2

< > (Gt + leitt-)1)

c
i=2 /lk

< D ) + leitti)) = (k= K) -
> k

Since (|&i(tx)| + |ei(tk)|) > 0, we conclude that the switching
time satisfies

1 n
k<—Ak > (&) + lait)]) + K
i=2

n

1 \/ 21 max {Amax (P), & Amax(Q)} 3
~c min {Apin (P), 0 Amin(Q)}

(&) + lei(te)]) + K.

i=2

Thus we get the switching is finite. We will analyse the conver-
gence performance next.
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3.3 Convergence analysis

Denote t; as the last switching instant, and d being the index.
Then, from the event-triggered condition, we get

(O] < Ak (|RtD)| + [31(ta) — y(tD)]) +

Then it holds y(f) € Q4 and ¢(x1) < ¢4. We can further con-
clude (14). That is

r(ta) ..o r(ta)
T||f|| -

t € [tg,+00).

Viay < — lel®,  t e [ts, +00).

Since

V < dmax(P)IEI* + 0 Amax (Q)ll€ 11,

we get

Vl(ll) < _7'(2i) max {Amax(P), 0 Amax(Q)} V,

which guarantees the convergence of V.

From the definition of V, we can get the convergence of £ and
€. The parameter r is a constant during [t4, +00). Thus, under
the transformation (9), (10), we deduce into the convergence of
x and e. Because of e = ¥ — x, we conclude the convergence of
X.

Therefore, our main result is summarised as below:

Theorem 3.1: Under Assumption 1.1, the nonlinear system (1)
can be stabilised through the control (3) with switching parameter
r(t) in (5), event-triggered condition (4).

Remark 3.1: This result can be extended to the uncertain non-
linear systems. When the nonlinear term f; in system (1) satisfies
ﬁ(xl)xZa .. )xi)l < 9¢(~x1)(|x1| + -+ |xi|)ai = 1’2) BN
with 6 being an unknown constant, we can design the controller
as

n—lrn—l/\

u= —klp"rnfcl — kzp Xy — 0 — k,,pr?cn,

X =% — rph Gy — ),
562 = 563 — r2p212(561 —)/),

;cn =u—1r"p",(x1 —y),

where p =1t +1 is a time-varying variable, r is a switching
parameter given by (4) and (5). Then, combining the time-
varying method in Qian and Lin (2004) and the method in this
paper, we can easily prove that the sequence {4 x}r>0 and the
constant A, can be chosen such that

lim x;,=0, i=12,...,n

t— 400

lim x; =0,
t— 400

Remark 3.2: Noted that our result gives a sufficient condition
for the stabilisation of the closed-loop system (1) and (3). In
many scenarios, we can ensure the convergence when the con-

dition 4, < Ak is not satisfied. Meanwhile, it can be deduced
from (18) that

min {Anin (P), 0 Amin(Q)}
¢ 2n max {/Imax(P)’ U}bmax(Q)}
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< > (&) + leiw))

i=2

<O (IRt + i) — xi(to)) -

i=2

This means when c is larger than a constant depended on the
initial condition, the parameter would not update. Therefore,
through appropriately choosing the parameter ¢ can 1), the
system performance can be improved.

Remark 3.3: The event-triggered mechanism (4) we designed
is different from the event-triggered mechanism for the com-
munication network by Tang et al. (2024) and Yang et al. (2024).
Through designing the event to update parameter finite times,
we can achieve the stabilising controller for any initial condition.
Our event occurs finite times and thus the Zeno phenomenon
is avoided.

4. An example
In this section, we present an example to illustrate the method

we proposed.

Example 4.1: Consider the nonlinear system

X1 = x3 4+ 2"y,

X =u—elx;, (19)

Y= X1
where x = (x1,x2)T € R? is the system state, u € R is the sys-

tem input and y € R is the system output. The initial instant is
assumed as 0.

It is verified that 2e*'x;, €*'x, are nonlinear terms satis-
fying Assumption 1.1 with ¢ (x;) = 2¢*'. Thus, following our
proposed method, we can design the controller as

u=—1r’% —2rxs,

X1 =% — 2r(k; — y) (20)
Xy =u—r*(q —y),

where X = (x1,%2)T is the observer state with initial value

(0,0)T. The parameter r is switching. The update dynamic is
given as

r(t) = max {38¢"% + 1, Aykr(t—1)}, t € [t tkg1)

(21)
with 41 x = 1 + 0.01k, the instants {f };>o being determined by

tepr = inf {t > t [ YO = A1k
(131 (801 + 131 () — y(80)]) + 0.1}

By choosing the initial state x (0) = —0.01, x,(0) = 20,%;(0) =
0, X2(0) = 0, the simulation results are shown in Figure 2 and
Figure 3. It can be seen in Figure 2 that the states x;, X; con-
verge to zero, and in Figure 3 that the states x,, X, converge to

(22)

0.4 T T T T T
.
0.3 — a1l
j9] L .
B 0.2
[77]
0.1F i
0
0 0.05 0.1 0.15 0.2 0.25 0.3
Time
Figure 2. Trajectory of x, X1 in closed-loop system (19)-(22).
20 T T T T T
—
7i2
10f 1
Q
©
[77]
0
10 N L L L L
0 0.05 0.1 0.15 0.2 0.25 0.3
Time
Figure 3. Trajectory of x,, X, in closed-loop system (19)-(22).
—U
0 —4]
2L
® -500 R
n
-1000 b
0 0.05 0.1 0.15 0.2 0.25 0.3
Time

Figure 4. Trajectory of input u in closed-loop system (19)—(22).

60 T T T T T
(=}
» 551 =
Q
@
£
S50 B
©
o
45 B
0 0.05 0.1 0.15 0.2 0.25 0.3
Time

Figure 5. Trajectory of switching parameter r in closed-loop system (19)-(22).

zero. In Figure 4, the control input u is depicted. The parameter
r is switching three times, from 42.4 to 52.2. This illustrates the
effectiveness of our method.

It is noted that the controller based on the reduced-order
observer is designed as

M
u:_kr2(22+r(y)y+y)

2y =u —lry — Ir(za + Iry)
2
¥ = max [rwl(y) + wr(y) — %,0] , r(0)=1,



where k, | are regulated positive constants, and M(y), w1 (),
@ (y) are designed dynamics. Thus, compared with our con-
troller, it has a complex form, even for a 2-order nonlinear
system.

5. Conclusion

This paper designed a stabilising controller for a class of strict-
feedback nonlinear systems. The nonlinear terms in the system
were depended on the unmeasured states and output. We pro-
posed a novel method to design the controller which was based
on the Luenberger observer with a switching parameter. An
updated law was designed for the parameter, and an event-
triggered mechanism to determine the switching instants. The
designed controller had a simple form, and it was easy to be
understood. By considering a numerical example, the effective-
ness of this method has been verified. The future work is to
improve the system performance through optimise the switch-
ing parameter, and a method is needed to ensure the stability as
well as updating the switching gain gradually.
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