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On Designing Distributed Prescribed Finite-Time
Observers for Strict-Feedback Nonlinear Systems

Le Chang ~, Qing-Long Han
Chenghui Zhang

Abstract—This article is concerned with the problem of
distributed prescribed finite-time observer design for a strict-
feedback nonlinear system with external disturbance. The pur-
pose is to reconstruct the unavailable system state based on a
group of distributed observers, where each of them can only
receive at most 1-D output measurement from the system. First,
in the absence of disturbance, a new distributed prescribed
finite-time observer featuring time-varying gains is constructed
and designed under the assumption of joint observability. It is
analytically proved that for any prescribed instant independent
of system initial conditions and other design parameters, the
obtained distributed observer can guarantee not only the asymp-
totic convergence to zero of the state error between each observer
state and the system state at this prescribed instant but also the
definite zero-state error after this prescribed instant. Second, a
distributed prescribed finite-time bounded observer is delicately
proposed to account for the presence of external disturbance in
the system dynamics. It is shown that the state error can be
bounded by an arbitrarily positive constant after a prescribed
instant. Finally, a numerical example and an electromechani-
cal system are presented to demonstrate the effectiveness of the
proposed results.

Index Terms—Distributed observers, prescribed finite-time
boundedness, prescribed finite-time convergence, strict-feedback
nonlinear systems.

I. INTRODUCTION

URING the past decade, the design of the distributed
Dobserver has attracted extensive attention in response
to an increasing demand to estimate the unavailable state
of a dynamical system over spatially deployed sensors (or
agents) due to either limited sensing capability, high-order
system dynamics, high cost of a direct measurement method,
or the existence of external disturbance and measurement noise
(see [1]-[11] and references therein). The aim of distributed
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observer design is to reconstruct the unavailable system state
through a network of interacting observers. The main design
challenge lies in that the measurement output received by each
observer may not be able to reconstruct the full/complete state
of the system due to the fact that sensors have insufficient
sensing capability or suffer from missing measurement (or
data losses) through the wireless data-transmission channels.
Until now, several distributed observer design methods have
been proposed in the literature. To name a few, in [1], each
observer agent fully converged to the system at any pro-given
rate by properly choosing the gain matrices. These gain matri-
ces involved the constant state transformations which divided
each observer agent dynamics into an observable part and
an unobservable part. In [2], a condition based on a linear
matrix inequality was derived to determine the matrix gain of
the proposed distributed observer for a time-invariant linear
system. In [3] and [4], the robust distributed estimation was
studied, where the error state between the system state and
each observer state converged to zero in a finite time with-
out perturbation. Nevertheless, most of the existing results on
distributed observer design are limited to linear time-invariant
systems.

It is well acknowledged that nonlinearities are not uncom-
mon in practical systems, such as mechanical connections,
hydraulic actuators, electric servomotors, and other application
systems. The strict-feedback nonlinear system, also called the
lower-triangular nonlinear system, represents an important cat-
egory of nonlinear systems. The structure of a strict-feedback
nonlinear system often includes a linear part and a nonlinear
part possessing strict nonlinear couplings. Note that when the
coefficients of the linear part are nonzero, several methods,
such as the backstepping method and the high gain control
method, have been available to deal with these nonlinear cou-
plings. (See [12]-[21] on observer design, [22] on tracking
control design, and [23]-[29] on consensus protocol design.)
Whereas, for other practical systems, such as an electrome-
chanical system in a mutual inductance transformer circuit,
some of the coefficients of the linear part can be zero. In this
sense, the 1-D measurement output is not sufficient to recon-
struct all or even parts of the system state components for the
strict-feedback nonlinear system. Such an issue is ineluctable
when a network of observers is involved and each observer is
capable of collecting at most the 1-D system state information
from the strict-feedback nonlinear system. In this case, how
to achieve the design of a network of interacting distributed
observers such that each observer is able to reconstruct the
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state for a strict-feedback nonlinear system serves as the first
motivation of this article.

The settling time, which can be adopted to characterize
the convergence rate of the state error between an observer
state and the system state, in the observer design literature,
is deemed as an important performance indicator for evaluat-
ing the effectiveness of a finite-time observer design method.
There is no doubt that fast convergence is desired in practice so
as to achieve better system performance and robustness [30].
However, most existing distributed observer design methods
are only capable of estimating/reconstructing the system’s state
either at an asymptotic convergence rate [1] or in a finite-time
convergence [3]. Moreover, the settling time with finite-time
performance often relies on the system initial conditions and,
thus, is generally difficult to verify because the system ini-
tial conditions may be unavailable or inaccurate or private in
some practical scenarios. To address this concern, fixed-time
performance offers an alternative in the sense that an estimate
or upper bound of the settling time can be derived without
dependence on the system initial states [31]. Nevertheless, it
should be also pointed out that it is mathematically compli-
cated to derive an estimate or upper bound for the settling
time when designing such a fixed-time converging distributed
observer. Moreover, the estimated or bounded settling time
still represents a conservative solution because it cannot be
preassigned arbitrarily and may be larger than the actual con-
vergence time. To the best of our knowledge, how to design
distributed observers for a strict-feedback nonlinear system in
an explicitly prescribed finite convergence time is much more
challenging and remains open, which is the second motivation
of this article.

Practical systems are often affected by unexpected system
component failures or unknown exogenous inputs which can
be deemed as external disturbance acting on the system
dynamics [32]-[37]. Undeniably, such an external distur-
bance signal will pose significant difficulties on the system
performance evaluation and distributed finite-time observer
design beyond the prescribed finite time. Therefore, how to
deal with the distributed observer design in an explicitly
prescribed finite convergence time when disturbance inevitably
occurs in the system dynamics is the third motivation of this
article.

In this article, we will address the design of distributed
prescribed finite-time observers for a strict-feedback nonlin-
ear system with/without disturbance. The main contributions
are summarized as follows.

1) Partially available sensor measurements will be incor-
porated for observer design. Different from the clas-
sical observer design problem or the observer-based
multiagent consensus-seeking problem, each of the
proposed distributed observers will not require the
system state to be completely observable for facilitating
the design procedure.

2) A general system model of the nonlinear strict-feedback
form under disturbance will be considered. The con-
cerned nonlinear system is over a prescribed finite-time
interval rather than the whole time horizon. Moreover,
the nonlinear terms are assumed to satisfy the Lipschitz
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condition with an unknown Lipschitz constant on this
finite-time interval. Such a requirement will accommo-
date more general nonlinear characterizations, such as
the nonlinear terms satisfying the constant Lipschitz
condition or the time-varying condition or even the
state-dependent condition. Thus, new observer design
methods are imperative for such a nonlinear system.

3) Refined concepts of distributed prescribed finite-
time convergence and distributed prescribed finite-time
boundedness will be proposed. It will be shown that
the state of each observer will be equal to that of the
system after a prescribed instant. The proposed dis-
tributed prescribed finite-time boundedness, on the other
hand, will guarantee a bounded state error under any
positive constant after this time instant.

4) New methods for designing desired distributed
prescribed finite-time observer will be developed.
When disturbance is absent, the designed observer can
ensure that for an arbitrarily chosen prescribed time
T* € (0,T) not only does the observer state converge
to the system state on the time interval [0, 7*) but
also the state error becomes zero on [T, T). When the
disturbance is present in system dynamics and bounded,
by employing a switching observer gain, the designed
observer can guarantee a bounded state error under any
positive constant on [T*, T).

The remainder of this article is organized as follows.
Section II recalls some basic concepts of graph theory, for-
mulates the problem, and presents some useful lemmas.
Section III states the main theoretical results on designing
the desired distributed prescribed finite-time observer and dis-
tributed prescribed finite-time bounded observer. Section IV
verifies the main results through a numerical example and an
electromechanical system. Section V gives some concluding
remarks.

Notation: Denote by R the field of real numbers, R” the
set of m real column vectors, and R™*" the set of m x n
real matrices. 1y stands for the N-dimensional column vector
with each element being 1. I, represents the identity matrix of
size n. 0 is employed to denote the matrix with all elements
being zero.

II. PRELIMINARIES AND PROBLEM FORMULATION
A. Graph Theory

Some basic concepts of algebraic graph theory are recalled.
Consider a directed connected graph G(N, £, A), where N =
{1,2,...,N}is aset of N nodes, £ € N'x N is an edge set of
paired nodes, and A = (a;) € RV*V is the adjacency matrix.
When there is an information link from the jth node to the ith
node, one has (i,/) € £ and a;; > 0; otherwise, (i, ) ¢ £ and
a; = 0. It is assumed that no self-loop exists, that is, a;; = 0.
The element of the Laplacian matrix £ = (/) € RV*N of
graph G is defined as l;j = —a;,i # j and [; = Z;vzla,-j.
Apparently, zero is one of the eigenvalues of £ and L1y = 0.
A directed path from node i; to i; is an ordered sequence of
edges (ig, ix+1),k = 1,2,...,1— 1 in the graph. A directed
graph G is strongly connected if there exists a directed path
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from node i to node j between any pair of distinct nodes i and
j in G. To facilitate subsequent analysis, two existing lemmas
on the strongly connected graph are recalled.

Lemma 1 [38]: Suppose that £ = () € RN¥N*N denotes
the Laplacian matrix of a strongly connected digraph G. There
exists a unique vector £ £ (&1, &, ..., &y)] e RV satisfying
& >0,Vi=12...,N such that §7£ = 0 and "1y = N.
Denote £ £ EL + LTE, where E £ diag{é1. &, ..., &n}.
The eigenvalues of £ can be arranged as 0 = A; < Ay <

- < An. Moreover, there exists an orthogonal matrix~U =
([1/+/Nlly U»), where U, € RV*WV=D guch that UT LU =
diag{0, Ao, ..., An}. B

Lemma 2: Suppose that £ is defined in Lemma 1. Then,
one has

< 1
L > My — )‘2ﬁlN11TV' (D)

Proof: From Lemma 1, we have that UTLU =
diag{0, A2, ..., Any}. Then, £ = Udiag{),, A2, ..., AnJUT —
M Udiag{1,0,...,00UT > Aoly — A2 (1/N)Iy1%, where Ay <
--- < Ay is utilized. ]

Remark 1: Tt should be noted that when lg,x = 0 for some
x € RY, inequality (1) implies that x” £x > A,x”x, which
has been widely employed to deal with consensus-seeking
problems (see [38], [39]).

B. Model of Strict-Feedback Nonlinear System Under
Disturbance

The plant to be observed is modeled by a strict-feedback
nonlinear system under external disturbance of the following
continuous-time state-space form:

X = AX + F(t, X) + Bd(1) )

where X = (x1, xp, .. .,xn)T € R” is the state of the system,
d(t) : [0, T) — R" denotes the continuous and bounded dis-
turbance input, B = (0 0 --- 0 1)7 € R™! A e R™",
and the nonlinear term F(¢t, X) : [0, T) x R® — R" have the
following forms:

0 & 0
A= : .

0 O Sn—1

0 O 0

Si(t, x1)
Ja(t, x1, x2)
Fit,X) = .
f}’l(tv xl»x2» e axn)

with 6;,i=1,2,...,n— 1 being 0 or 1, and F(z,0) = 0.
Assumption 1: For any x;, 7z € R, k = 1,2,...,j,j] =
1,2,...,n, when t € [0, T), the following inequality:

it x1.x2, ... x55) — fi(t 21,220 - -0 )|
<O(lx1 —z1l + 2 — 22l + -+ + x5 — zj])
holds, where 6 is an unknown constant.
Remark 2: The nonlinearities in the existing study of the

strict-feedback systems are often required to meet a time-
varying Lipschitz condition that |[f(z, x)—f(f, )| < €'|x—y|, t €
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[0, +00) (see [12], [13], [16]-[18], [29]) or a state-dependent
Lipschitz condition that |f(z,x) — fi(t,y)| < c(x)|x — y|, t €
[0, +00) with c(x) : R" — R™ being a continuous function
(see [19]-[21]). In practice, the nonlinear system dynamics
may be perturbed largely over a long timescale due to the
fact that structural material degradation occurs in a long-term
operation. In this case, the existing convergence evaluation
methods, including the asymptotic convergence evaluation
method or the finite-time convergence evaluation method, may
be invalid. Assumption 1 indicates that the nonlinear terms f;(-)
satisfy the Lipschitz condition for ¢ € [0, T'), which guaran-
tees that system (2) under any initial condition has a unique
solution. Moreover, the time horizon under consideration is
[0, T) rather than [0, +00), which accommodates more gen-
eral nonlinear characterizations. For example, the nonlinear
terms obeying the constant Lipschitz condition or the time-
varying condition or even the state-dependent condition can
meet Assumption 1 on the finite-time interval [0, T).

C. Model of Sensor Measurement Output

N distributed sensors are spatially deployed to monitor the
plant while only m (m < N) sensors can actually access the
partial state information of the system, as shown in Fig. 1.
Moreover, due to the insufficient sensing capability and limited
battery, each of these m sensors may be capable of measuring
only the 1-D state component in practice. In this sense, the
system measurement output model for each of these m sensors
can be described by

yi=xp €R, i=1,2,...,m,

pie{l,2,....,n} (3)

or can be given in the matrix form of

yvi=CX, i=12,....m 4)
with C; = O ... 0 1 0 0) € R'™”. For
——

The p;th element
those sensors, indexed by m + 1,m + 2, ..., N, which can-

not directly measure the system state X, we simply represent
the sensor measurement output model as

yvi=CX=0, i=m+1,m+2,...,N %)
by noting that C; = 0. Denote the joint matrix C as follows:

c=(cr...ch) erm. (6)

D. Structure of the Proposed Distributed Prescribed
Finite-Time Observers

We are interested in constructing and designing a network
of interacting distributed observers of the following form:

X; = AX; + F(t, X;) — Li(yi — CiX))

N
—K; Zaik(xi -Xp), ieN @)

k=1

where X; = (i1, X2, ..., %) € R" is the state of the ith
observer, and L; and K; are the gain matrices to be determined
later. The schematic of the proposed distributed observers for
the considered system (2) is illustrated in Fig. 1.
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Fig. 1. Schematic of the proposed distributed observers.

Note that the above distributed observer structure has been
widely adopted in the existing literature. (See [1]-[4] and
the references therein.) However, the system dynamics were
restricted to be linear and only the asymptotical convergence
performance was considered (see [1], [2]). Although the finite-
time convergence was addressed in [3] and [4], the proposed
distributed finite-time observer only guaranteed the conver-
gence of the state error in a finite time. In this article, we aim
to guarantee the distributed prescribed finite-time convergence
performance and the distributed prescribed finite-time bound-
edness convergence performance. In doing so, the following
definitions are presented.

Definition 1: Suppose that system (2) without disturbance
(i.e., d(t) = 0) is defined on the finite-time interval [0, T). It
is said that the state error X(¢) —X;(¢), i € N on each observer
achieves distributed prescribed finite-time convergence if for
arbitrarily selected prescribed time T* € (0, T), there exists a
suitable distributed observer of the form (7) such that for any
initial conditions X(0), X1(0), ..., Xy(0) € R", the following
conditions hold:

JAm {1X(0) — X0l = 0 ®)
IX( —Xi®Ol =0, tel[T"T). €))

In this sense, observer (7) is called a distributed prescribed
finite-time observer.

Definition 2: Suppose that system (2) with disturbance (i.e.,
d(t) # 0) is defined on the finite-time interval [0, 7). It is
said that the state error X(f) — X;(f), i € N on each observer
achieves distributed prescribed finite-time boundedness if for
arbitrarily selected prescribed time T* € (0, T), there exists a
suitable distributed observer of the form (7) such that

IX() = Xi0O < T*0, te[T",T) (10)

holds for any initial conditions X(0), X;(0),...,Xy(0) €
R", where ¥ is a positive constant. In this sense, observer
(7) is called a distributed prescribed finite-time bounded
observer.

Remark 3: It is noteworthy that a model of partially avail-
able sensor measurement outputs in the form of (3)-(5),
namely, only m(< N) out of N sensors can measure the 1-
D state information of the plant, is employed for the proposed
distributed observer design. Furthermore, the observability for
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each pair of (Cj,A), i € N, as exposed in the classical
observer design problem or the observer-based multiagent
consensus-seeking problem, is no longer required. In this
sense, each observer of the form (7) only knows at most the
1-D measurement output in terms of C;. In other words, the
observer gain L; cannot be determined to ensure that all eigen-
values of matrix (A + L;C;) for any i € N are negative real
numbers or complex numbers with negative real parts, which
represents a necessity for the traditional Luenberger observer
design methods. Thus, the techniques for achieving the design
of the traditional Luenberger observers cannot be directly
employed in the proposed distributed observer framework.

Remark 4: From Definition 1, one can clearly see that
the proposed distributed prescribed finite-time observer not
only ensures the state convergence on a prescribed finite-time
interval [0, T*) but also requires the state of each observer to
be equal to that of the system on the time interval [T*, T). In
the following section, it will be shown that the prescribed con-
vergence time 7™ does not rely on the initial condition but can
be arbitrarily chosen rather than estimated or bounded, which
represents a distinct feature of the proposed observer compared
with some existing ones [30], [40]. Although the prescribed
finite-time convergence performance was introduced in [41] to
study the consensus for multiagent systems, we focus on the
observer design and its robustness performance.

E. Problem to Be Addressed

The distributed prescribed finite-time observer design
problem to be addressed can be stated as follows. For the
nonlinear system (2) confined on the finite-time interval [0, T),
given partially available sensor measurements y; in the form
of (4) and completely unavailable sensor measurements in
the form of (5), the objective is to design gain matrices L;
and K;, i € N such that the distributed observer (7) is: 1)
a distributed prescribed finite-time observer in the absence
of disturbance d(¢) and 2) a distributed prescribed finite-time
bounded observer in the presence of disturbance d(¢).

Before ending this section, the following lemmas, which
facilitate the establishment of our main results, are provided.

Lemma 3: The mapping

vipief{l,2,...,n}—>1e{l,2,...,n} (11
can be well defined in the sense that for given constants
81,82, ...,08,—1 in matrix A, if §,, = 0, then 7; = 1; else 7;is a
minimum constant satisfying 8,,4,—1 = 0 with §,, = 0. When
the matrix pair (C, A) is observable, where C is defined in (6),
one has {1,2,...,n} C U=, mlpipi+1,....pi+ 17— 1}.

Proof: See Appendix A. |

Lemma 4: Suppose that aj,az,...,ay € R with N > 2.
For any non-negative constant gj, there exists a constant g2 €
[0, 1) such that

(a1 +ax+--+ay)? < qal + N — @) (@} + a3+ -+ ay).

Furthermore, g = 0 is satisfied only when g; = 0.
Proof: See Appendix B. |
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Remark 5: When g1 = 0, one can obtain
(@ +a+-+ay)’ §N<a%+a%+---+a12\,)

which is the general Cauchy—Schwarz inequality.
Lemma 5: Suppose that the matrices A, C;,i = 1,2, ..., m,
are defined in (2) and (4), H = diag{n,n — 1, ..., 1}, and

M, =diagl0 -~ 0 1 - 1 0 --- 0
———

From p; element to p; + 7; — 1 element

For any constant y, there exist a vector L; and a positive-
defined matrix P; such that

(A+ LiC))Pi+ Pi(A+ LiCi) <A +AT —yM, (12)

al, < P;H + HP; < B, (13)
where « and S are the positive constants.
Proof: See Appendix C. |

III. MAIN RESULTS

In this section, we first provide the design criterion for
the desired distributed observer (7) in terms of K;, L;,i € N
such that the prescribed finite-time convergence performance
on [0,T) is preserved. Then, we consider a strict-feedback
nonlinear system subject to disturbance d(¢) and design a suit-
able distributed observer in the form of (7) to guarantee the
distributed prescribed finite-time boundedness.

A. Design of Distributed Prescribed Finite-Time Observer

Theorem 1: Under Assumption 1, consider system (2) with-
out d(t) over a network of N cooperative observers via a
strongly connected directed network topology characterized by
GW, €, A). If the matrix pair (C, A) is observable, then for
an arbitrarily chosen prescribed time 7% € (0, T), a distributed
prescribed finite-time observer (7) exists with the observer gain
matrices K;, Lj, i € N, given as

R C) T
Li= " 1 L yefo)
Ki=yq=o7'P'®
{Ilg.f% te[T*,T) (14
-

where ® = diag{(u"/[(T*— ")), (W'~ /[(T*= "], ...,
(u/[T*—t])} with u and y being the positive constants,
Li,P;,i = 1,2,...,m are defined in Lemma 5, and L; =
0,Pi=I,i=m+1,m+2,...,N.

Proof: See Appendix D. |

Based on Theorem 1, the following algorithm, namely
Algorithm 1, which outlines the design procedure of the dis-
tributed prescribed finite-time observer (7) in terms of its gain
matrices K; and L;, i € N, is presented.

Remark 6: As noted in the preceding section, the proposed
distributed observer design method is different from some
existing methods for designing classical observers or observer-
based consensus control protocols in the multiagent literature.
More specifically, in a classical observer, the gain matrix L can
be designed such that the matrix A 4+ LC is Hurwitz so that
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Algorithm 1 Distributed Prescribed Finite-Time Observer
Design Procedure
Step 1.
Calculate ¢; = iv—zé where & = min{§, &, ..., &)
with &€ = (£1,&,...,&)T such that 7L = 0 and
£T1y = N with £ being the Laplacian matrix, where
Az denotes the minimum nonzero eigenvalue of matrix

EL + LTE with E £ diag{&), &, ..., &)

Step 2.
Find ¢ = gpAy such that gp satisfies the following
inequality

(@a14ay+- - +ay)? < @ +N(—q) (@ +ar+- - +a})

for any ay, as,...,ay € R.
Step 3.

Solve out L;, P;,i = 1,2, ..., m such that

(A+LiC)P; + Pi(A+ LiC) < A+ AT —yM,

P;H+ HP; > 0
hold, where y = 21AI%L for = diag{n, n—1,..., 1},
and
M, =diaglO --- 0 1 ..- 1 0 ... O}
From p; element to p; + 7; — 1 element
Step 4.

Select w such that u > max{aN + 1, T*} with o being
the minimum eigenvalue of matrix P;H + HP;.

Step 5.
Compute K; and L;, i € N as follows

*_\—n—2+4p; -
Li="20 ol
' P 1 " rel0, T
Ki=yp507 Pl o,
Li=0, "
{Ki=0, te[T*T)
. n n—1 -
where ® = dlag{qi‘?y, (TKW s p=tand L =

0,Pi=hLi=m+1,...,N

the nonlinear terms can be tackled. Nevertheless, in the design
of the distributed observer (7), the matrix pair (C;, A) may be
unobservable and the gain matrix L; may not exist to ensure all
eigenvalues of A+ L;C; to be negative. In this case, one needs
to deal with constraint (22) in terms of a negative term and a
positive term. On the other hand, in the design of a consensus
protocol, given that the state error stratifies lg,x = 0, the con-
sensus term K; Zf{\’: 1 ik (X; — X) can be employed to render
the state error negative whereas one fails to preserve lf,x =0
for the distributed observer (7), which inevitably leads to con-
straint (24) with regard to a negative term and a positive term.
From the proposed design procedure, it can be seen that by
properly selecting the coupling parameter y for (22) and (24),
the proposed distributed observer (7) can effectively deal with
the nonlinear terms.
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B. Design of Distributed Prescribed Finite-Time Bounded
Observer

We are now in a position to state the following observer
design criterion on guaranteeing the distributed prescribed
finite-time boundedness for system (2) in the presence of
external disturbance d(r).

Theorem 2: Under Assumption 1, consider system (2)
with d(7) over a network of N cooperative observers via a
strongly connected directed network topology characterized
by GV, &, A). If the matrix pair (C, A) is observable, then
for any 7" € (0,T), there exists a distributed prescribed
finite-time bounded observer (7) such that the state error
n@ =l nl, ... .n})T with n; =X; — X

In®OI <T*Q, telT*T) 15)

holds for any initial conditions X(0), X1(0), ..., Xy(0) € R",
where 2 is a constant depending on 7, €, and the disturbance
bound d. Moreover, the observer gain matrices K; and L;, i €
N, can be designed as

%\ —n—2+4p; 1=
Ki=ygiso~'P'o
for t € [(k — )T*, kT*), k=1,2,...,k, and
e L e
Li= === CDI L (17)
Ki=y/-o 'P7'o

for t+ € [kT*,T), where ® = diag{(u"[(kT* — ")),
WV [T* — "), ..., (u/kT* — 1)} with u,y being
positive constants; Li,Pi,i = 1,2,...,m are defined in
Lemma 5; L; = 0,P; = I,,i = m+ 1,m+2,...,N; and
k satisfies kT* < T < (k+ 1)T*.

Proof: See Appendix E. [ ]

Based on Theorem 2, one can similarly obtain an algorithm
for determining the design of desired observer gain matrices
K; and L;, i € N For brevity, the design procedure is omitted.

Remark 7: From (15), one can observe that the bound of
the state error n(f) depends on the prescribed time 7* and
an unknown constant 2 in terms of 7,6, and d. Hence, in
order to quantitatively analyze the effects of nonlinearity and
disturbance on the evolution of state error, one can properly
set a prescribed time 7™ so as to gain a desired state error
bound, which greatly increases the design freedom.

IV. ILLUSTRATIVE EXAMPLES

In this section, two illustrative examples are provided to
verify the effectiveness of the proposed results.

A. Numerical Example

Suppose thatn =4, m =2, N=5,and §; =83 =1,6p =0
in matrix A. The nonlinear terms are chosen as fi(f,x;) =
L.5tan(0)x1, fo(t, x1, x2) = 1.5¢2x1 4+ 1.5tx2, f3(t, x1, %2, x3) =
1.5 cos(f)xy + 1.5sin(#)x3, and fa(t, x1, x2, X3, Xx4) = 1.5tx3 +
1.572x4. It can be seen from the nonlinear term f1(¢, x1) that
the system state x; tends to oo when ¢ approaches 7 /2 s,
which makes the observer design over the entire time domain

IEEE TRANSACTIONS ON CYBERNETICS, VOL. 51, NO. 9, SEPTEMBER 2021

® 0o

Fig. 2. Network topology of five interacting observers for Example IV-A.

[0, +00) infeasible. In this example, under Assumption 1, we
set T = 1.5 s and consider the convergence performance of
the state error on the finite-time time interval [0, 1.5).

The measurement output matrices are given as C; =
(1 000),Cs=(0010),adC, =C3 =C5 =0.
The joint matrix C has the form

1000
€= (0 01 0)
which meets the observability assumption of (C, A).

The network topology of five interacting observers is shown
in Fig. 2, where the adjacency element a;; = 1 if (i,j) € £
and a;; = 0 otherwise. From Lemma 4, we choose ¢ = 0.02,
thus yielding y = 191. Employing Lemma 5, matrices
Li, Ly, L3, Ly, Ls and Py, P2, P3, P4, Ps can be selected as
Li=(-2-1007,Ly,=00 -2 -1, [, =1 =
Is=0, Py=P3=Ps =1 and

21 21 0 O 1 0 0 0
21 64 0 0 01 0 0
Pr=1% 0o 1 o] =0 o 21 21
0 0 0 1 0 0 21 64

To achieve the design of the distributed prescribed
finite-time observer, we choose a prescribed time as
T* = 1 s. Following (14), the observer gain matri-
ces Li,Lr,Ki,Kp,K3 can be determined by Iletting
® = diag{(u*/[(1 —0*D, 3 /[A =D, /11 = 1)),
(u/[1 —¢])}. Furthermore, we let © = 11 and achieve, for
te0,1)

_22 0
1—1
_ 121 0
L= a-n> |, Ly=| _22
0 _ 12t
0 (-7
and
66 45 0 0
538.5 490
Ky =| (-0’ . 20101 ’
0 0 s 20101
0 0 0 -~
—z2 0 0 0
2101
o 0 —201 0 0
=1 o 0 M6 45
538.5 490
0 0 32 2

and [p =13 =Ls = 0,K> = K3 = K5 = 2101/[1 — t])14.
When t € [1,1.5), one has Ly = L) = L3 = Ly = Ls = 0 and
Ki=K),=K3=K4=Ks5=0.

Authorized licensed use limited to: FUDAN UNIVERSITY. Downloaded on January 13,2026 at 01:38:57 UTC from IEEE Xplore. Restrictions apply.



CHANG et al.: ON DESIGNING DISTRIBUTED PRESCRIBED FINITE-TIME OBSERVERS

state

-0.1
0.9 1 1.1

0 0.5 1 L5
Time

Fig. 3. Trajectory of state error X1,j— Xj, j = 1,2, 3,4 on observer 1.

state

Time

Fig. 4. Trajectory of state error xp ;j — xj, j = 1,2, 3,4 on observer 2.
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Fig. 5. Trajectory of state error X3 —Xj, j=1,2,3,4 on observer 3.
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Fig. 6. Trajectory of state error x4; — xj, j = 1,2, 3,4 on observer 4.

Then, we obtain the simulation results on state error e; ; =
Xij—Xj, 1 € N =1{1,2,3,4,5);j = 1,2, 3, 4 for each observer,
as shown in Figs. 3-7, from which one can clearly see that the
designed distributed prescribed finite-time observer not only
guarantees the convergence of the state error on a prescribed
time interval [0, 1) but also ensures the definite zero-state error
on the time interval [1, 1.5).

4701

state

-0.1
0.9 1 1.1

0 0.5 1 L5
Time

Fig. 7. Trajectory of state error Xs,j —Xj, j= 1,2, 3,4 on observer 5.

B—o

Fig. 8. Schematic of the electromechanical system.

B. Application to Electromechanical System

In this section, we consider an electromechanical system in
a mutual inductance transformer circuit, also shown in Fig. 8.
The electromechanical model can be seen in [42] and its
system dynamics are described by

DY + Bi + N sin(r) = [

Rol + Lo] = K
1 ~|—9{1'+&L I=U+AU
cIT I g2t =
where D= (/%K) + (mL;/3K) + (IMoLjl/K) +
(2MoRG1/5%:), N = (mLoG/2%:) + ((MoLoGl/Ky),

B = (By/X;), J is the rotor inertia, m is the link mass, M,
is the load mass, Ly is the link length, Ry is the radius of
the load, G is the gravity coefficient, By is the coefficient
of viscous friction at the joint, r(¢) is the angular motor
position (and thus the position of the load), I(¢) is the motor
armature current, ¢(f) is the coulombs in the side of input,
K: is the coefficient that characterizes the electromechanical
conversion of armature current to torque, R; and R, are the
armature resistance, £; and L, are the armature inductance,
U is the nominal voltage, and AU represents the discrepancy
between the nominal voltage and the actual voltage.
Choosing x; = r,xp = t,x3 = (1/D)I, x4 =
q— (1/Ry) fot ¢=C =9 qJ(5)ds, the electromechanical system
can be rewritten as (2), where §; = §, = 1, §3 = 0 in matrix
A, fo(x1, x2) = —(1/D)Bxa— (1/D)N sin(x1), f3(x1, x2, X3) =
(K5/DL2)x2 — (Ro/ La2)x3, fa(x1, x2, X3, X4) = —(1/R;C)x4 —
(N1/ RiN2) Laof3(x1, %2, x3), and d(t) = (AU/R). In this
example, we consider a network of three interacting observers.
The measurement output matrices are given as C; =
(1 000),C,=(000 1), and C3 = 0. The network
topology of the three observers is demonstrated in Fig. 9,
where the adjacency element a; = 1 if (i,j) € £ and a;; =0
otherwise. From Lemma 4, we choose ¢ = ([2 — ﬁ] /3), thus
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Fig. 9. Network topology of three interacting observers for Example IV-B.
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Fig. 10. Trajectory of state error x ; — xj, j = 1,2, 3,4 on observer 1.

leading to y = 43. Employing Lemma 5, matrices Li, Ly

Py, and P> can be chosen as L; = (=3 —3 —1 0)7,
Ly=(000 —1TF

18 34 21 O 1 0 0 O
P = 34 139 83 O Py = 0O 1 0 O

21 83 99 0V 0O 0 1 O

0 0 0 1 0O 0 0 22

Furthermore, let P3 = I4. Then, following (16) and (17),
the observer gain matrices L1, Ly, K1, K>, and K3 can be deter-
mined by choosing 7 = 1.5 s, T* = 0.5 s, and k = 2. The
values of the parameters are chosen as 7 = 1.625x 103 kg-m?,
m = 0.506 kg, Ry = 0.023 m, My = 0.434 kg, Ly =
0.305 m, By = 16.25x 103 N-m-s/rad, £; = 15H, L, = 10H
R =50, RR=2%2 C=5F, X=X =0.90 N-m/A,
and AG/N2 = 2/3. Moreover, G is chosen as 10, U =
100sin(67), and d(¢) is bounded by 10. Selecting u = 10,
k=0,1,2, and we can achieve, for r € [0.5k, 0.5(k + 1))

30
T 05kt 0
_ 300 0
— 0.5k—1)2 — —
Li=| % | L= 0 L3 =0
(0.5k—1)? 10
0 0.5k—1
and
o5l 0.02 0 0
103.3 8.6
Kk = | 0307 oski O 0
L= 577 50.1 __86 0
(0.5k—°  (0.5k—1)? 0.5k—t 0
0 0 0 0.5kt
430
~ 05k 230 0 0
Ky = 0 T 0.5kt 930 0
0 0 0.5k—1 ?9 S
0 0 0 T 0.5kt
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Fig. 11.  Trajectory of state error xp j —xj, j = 1,2, 3,4 on observer 2.
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Fig. 12.  Trajectory of state error x3; — xj, j = 1,2, 3,4 on observer 3.
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Implementing the designed observers, we obtain the sim-
ulation results on state error ¢;; = x; —x;, i = 1,2,3;j =
1,2, 3, 4 for each observer, as shown in Figs. 10-12. It can be
clearly observed that the state errors are bounded by 0.4 on a
prescribed time interval [0.5, 1.5).

V. CONCLUSION

The problem of designing a distributed prescribed finite-
time observer for a strict-feedback nonlinear system on
a finite-time interval [0, T) over a network of interacting
observers has been studied. The prescribed finite-time con-
vergence performance on the state error for each observer
has been achieved by employing the time-varying gain
(u/[T* —]) on the finite-time interval. To cope with dis-
turbance in the system dynamics, desired observers have
also been designed such that the state error between each
observer and the system state can reach the prescribed finite-
time bounded on the prescribed finite-time interval [T, T).
The two illustrative examples have been given to verify the
effectiveness of the proposed design method.

APPENDIX A
PROOF OF LEMMA 3

One can observe that for each p; € {1,2,...,n}, there is
exactly one 7; in {1, 2, ..., n}, which ensures the well-defined
mapping. Now, we prove that {1, 2, ..., n} C Ui=1,__mipi, pi+
1,...,pi + i — 1} under the assumed observability of
matrix pair (C,A) by resorting to contradiction. Suppose
that there exists one number k such that k € {1,2,...,n},
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{1,2,...,k—=1} C Uizt mlpispi +1,...,pi+ 7 — 1} and
k¢ Ui=t,...mipi, pi+1, ..., pi+71i—1}. Apparently, k # p;,i =
1,2,...,m. Denote §yo = 0. From the definition of the map-
ping 9, if §x_; = 1, we can conclude k € {p;,pi+1,...,pi+
t;—1} from k—1 € {p;, pi+1, ..., pi+7;—1} for some p;. Thus,
Sk—1 = 0 and k # p;,i = 1,2,...,m. At this time, all ele-
ments in the kth column of A, A2, ..., A" are equal to 0, and all
elements in the kth column of CiA, C;AZ, ..., C;A" are equal
to 0. Meanwhile, k # p;, i = 1,2, ..., m which indicates that
all elements in the kth column of C are also equal to 0. Thus,
the rank of the observability matrix (C, CA, CA2, ..., CA") is
less than n, which contradicts the observability of (C, A).

APPENDIX B
PROOF OF LEMMA 4

By virtue of the Cauchy—Schwarz inequality, one has that
(a1 +a+ - +ay)? = aj +2a1(ay + - + ay) + (a2 +
4 ay)? < a +2ai(a + - +ay) + (N — (@3 +
R ajz\,). Since for any positive constant 1, we have that
2a1a; < nat + (1/n)a?, i = 2,3,...,N, which yields
(@ +a+--+ay?> < 2—N+N-Dn—A/n)at +
N(1 — (1/N)(1 = [1/n))(@ + a3 + - + a%). When n > 1,
one obtains that (2 —N+ (N —1)n— (1/n)) is ranging from O
to +o00. For any positive constant g1, one can find n such that
2—-N+ N -Dn—1[1/n]) < q1, and g can be defined as
q» = (1/N)(1 — [1/n]). Moreover, g» = 0 only when 1 = 1,
resulting in g = 0.

APPENDIX C
PROOF OF LEMMA 5

Note that the matrix A can be decomposed into A =
diag{A;1, Ain, Ai3}, where

(0 Ay (0 Ay (0 Ay
Alt—(o 0>A2t—<0 O>A3l_<0 0)

with Aj; = diag{éi, ..., §p—1}, Azi = diag{dp;, ..., Spi4r—2},
and Az; = diag{ép,4¢;—1,...,0n—1}. f p; =1 or p; + 1, = n,
the decomposition of A is less than three parts. However,
such a special case can be excluded if one allows that A;;
and A;3 belong to . Besides, C; can be divided into C; =
(le(pifl), G, 01><("+1*P[*T1))7 where C; = (1,0,...,0) €
Rlxri.

Recalling that the elements &p;, ..., 8p4r;—1 in Ap are all
equal to 1, for any y, there exist matrices L; and P; and positive
constants ¢, B such that [12], [16]

. Lo T,
P, <A2i +Lrici) + (A2i +Lr,»Ci> Py, < Ay +A2Tl- -yl
al, < PiH; + HiP; < BI,

where H; = diag{n +1 — pj,n — pi,...,n + 2 — pi — 1;}.

Thus, by choosing P; = diag{ly,—1, Py, In+1—;—p;}, Li =

(OIX(pi—l) I:Zi 01 (nt1—pi—1) )T, and properly selecting «, 8,
inequalities (12) and (13) can be easily verified.
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APPENDIX D
PROOF OF THEOREM 1

For t € [0, T*), we introduce a variable
ieN.
From (2), (7), and (14), we have that

w n
Tt

ei = ®(X; — X), (18)

e = I:,-C,-e,- + He;
t t

T —

u
T —t

N
yP' Y ajlei—e) + AF;  (19)

Jj=1
where AF; = O (F(t, X;) — F(t, X)).
Recalling positive matrices P;,i € N, the following
Lyapunov function candidate can be chosen:

N
V=> &el P (20)
i=1

where &;, i € N are the positive constants defined in Lemma 1.
The time derivative of V along the trajectory of (19) can be
calculated as

Vlag) =

N

m _

T E 26ie] (A + LiC))T Pie;
i=1

N N
m
- 2T* — '21 gie” E 1 ajj(e; — e))
= Jj=

N
1 T
Z 2§iei P,-He,-
i=1

+T*—t,

N
+2 Z E,‘EITP,'AFZ‘.

i=1

21

Next, each term in the right-hand side of (21) will be han-
dled. Let us start from the first term. It follows from Lemma 5
that fori=1,2,...,m:

2ef (A+ LiC))" Pie;
< 2| Alllleil* — yel Mye

< 2||Alllleill* = yllex I (22)

T . .
where e;; = (e p;, €ipi+1, ..., €ip+r—1)" with ¢;; being the
Jjth element of e;.

Furthermore, it can be seen that fori=m+1,...,N
2e] (A + LiC)"Pie: < 2]|A| [leil|*. (23)

The second term in the right-hand side of (21) can be
manipulated as follows:

N N
2> e Y ajlei—e))
i=1 j=1

=L ® Ie
A2
< dallel® = Tller +e2 4+ enl® (24)
where e = (elT, ezT, e e{,)T and L is defined in Lemma 1.
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It follows from Lemma 5, that the third term in the right-
hand side of (21) satisfies:

N N
> el (PiH + HPe; = Y _ &r|lei*.

i=1 i=1

(25)

Before estimating the fourth term 225\/:1 EieiTP,-AFi, we
discuss the bound of AF;. From Assumption 1, when
p > T*, we have (u"t/[(T* — "™ ) fi(xr, ... x5) —
fGir. . xipl < 0 /LT ="l — x| + o+
(W T = 0" D = xi ) < 6(lein] + - +leij)) <
0. /nlle;|| fori e N, and j = 1,2, ..., n, which leads to

2e! P;AF; < 2n0|Pil |leil|. (26)
Combining (22)—(26) with (21), we have that
’ 2
Vliag) < T t(J/)»z = 2[IAIDell” =
I A2 2
t = _tlfﬁﬂel +ex+---+enll
+ o aNlell® + pole|?
where p = 2nmax{||P1]|, ..., [Pyll}, § = min{&, ..., &},

and & < N is employed.

Due to the fact that the matrix pair (C, A) is observable, it
follows from Lemma 3 that: {1,2,...,n} C Ui ulpi, pi +
1,...,pi + i — 1}, which indicates that for any j €
{1,2,...,n}, there exists at least one k; such that (k;,j) €
Ui=1,..m{(, p), G, pi+ 1), ..., (i, pi+7i— 1)}. Thus, we have
Z:'n=1 ”e‘(,‘”z = Z]r'l:l |ek_,’,j|2~ _

From Lemma 4, by choosing g1 = (N/X,)&, there exists a
positive constant g» = (¢/Az) such that for j = 1,2,...,n,
(erj + e2j + - + en)> <= (N/ADElew > + N1 —
le/AaD (e j* + -+ + lenjl?), and Ga/N)ller +e2 + -+ +
enl* < G —o)llell* + & 20 lex I

Therefore, one can obtain

Viag) = _T* —

+

T _taNIIeII + pollell”.

Choosing y > ([2||A]l + 1]/e) and & > oN + 1, one can
find a positive constant ¢ such that

. 1
Vi) < = pV +¢6V 27)
where p~! = max{&iAmax(P1). . ... ENAmax(Py)}  with
Amax (P) denoting the maximal eigenvalues of P.

Thus, one obtains that

t
V() < V(0) exp( / (— L4 §9>ds>
0 T — s

yielding lim,_, 7+ V(t) = 0.

From the definition of V, there is a positive constant v such
that |xj,; —xil = ([(T* — "=/ Dleg | < flell < vV/V,
holds for any i = 1,2, ...,n and j € A/, which leads to

jeN.

(28)

lim ||X; — X|| =0,
Jim L — X
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Since X and Xj,j € N are continuous in the interval [0, T),
one can obtain

IX;(T*) — X(TH)| = Jim [|X; — X = 0. (29)
Next, we analyze the following error dynamics in terms of

ni=Xi—X,ie N on [T*T):

ni=An;+4F;, tel[T*T) (30)
where §F; = F(t, X;) — F(t, X).
Note that F(-,-) satisfies Assumption 1, and 7; is the
equilibrium point. One can achieve that
ni() =0, te[T"T) (3D
for i € N from n;(T*) = 0 in (29).
APPENDIX E
PROOF OF THEOREM 2
Consider the state transformation ¢; = ®(X; —X), ie N.
Then, it follows from (16) and (17) that:
. 2 -
b= tAei + kT* - LiCiei R tHei (32)
M -1
- ]X;a,j(el ej) + AF; + i Bd(t)
where AF; = ®(F(t, X;) — F(¢, X)).
Choose the Lyapunov function candidate as
N
V=) &P (33)
i=1

where &;,i € N are the positive constants defined in
Lemma 1. When & > max{aN + 1,7,p"'} and y >
([2]|All + 1 + p~'1/e), the time derivative of V along the
trajectory of (32) can be computed as

Vg < — PV L0V + 1 |d<r>|«/_ (34)

kT* —
where ¢ is a positive constant, and p, { are deﬁned in (27).

Denoting w () = (kT*—1)~ 1e=(1/2)80(—(k=DT" )V, we can
obtain w < (1/2)d(kT* — )72, where d= td/L with d being
the bounded of d(¢). Thus, one has w(f) — w((k — DNT*) <
d((kT* —t)~' — (T*)~1), which follows from w((k— 1)T*) =
(T*~'/V((k = )T¥) that:

SV < 28T SV (k= DT) + dezs"T".
Note that there exist positive constants 41 and Ay such that
<JV@® <h
VIl = VVO <k

As a result, one obtains that

h

1
m”ﬁw

I < €257, (kT* = 1) In((k = DT

hy (T*)"
1 - .
+ — (kT* — £)de>50T
hy
yielding ||n(kT*)|| = 0, k = 1,2,..., k. Therefore, when

t € [T*, T), we have that [n(0)|| < (1/h)(kT* — t)de!}/P¢0T"
which leads to (15) by choosing Q = (1/h)de1/¢0T
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